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Uncovering the effect of dominant attributes on community
topology: A case of facebook networks
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Abstract Community structure points to structural patterns
and reflects organizational or functional associations of net-
works. In real networks, each node usually contains multiple
attributes representing the node’s characteristics. It is difficult to
identify the dominant attributes, which have definitive effects
on community formation. In this paper, we obtain the overlap-
ping communities using game-theoretic clustering and focus on
identifying the dominant attributes in terms of each community.
We uncover the association of attributes to the community
topology by defining dominance ratio and applying Pearson
correlation. We test our method on Facebook data of 100
universities and colleges in the U.S. The study enables an
integrating observation on how the offline lives infer online
consequences. The results showed that people in class year
2010 and people studying in the same major tend to form
denser and smaller groups on Facebook. Such information
helps e-marketing campaigns target right customers based on
demographic information and without the knowledge of
underlying social networks.
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1 Introduction

The interactions of components in most of the real systems
can be captured by a network structure. The analysis of this
network topology can lead to discovery of various interesting
properties. This has resulted in immense benefits in various
fields of research (Albert and Barabási 2002; Newman 2003;
Cavdur and Kumara 2014a, b). Community structures - exem-
plified by dense connections within a group of nodes and
sparse connections between groups - is a property worth ex-
ploring deeper to make inferences on the properties of net-
works. Because of the existence of more links within the
groups than between the groups, communities usually have
functional or organizational significance (Fortunato 2010).
Therefore, after a community detection algorithm is applied
to a network, the important question we ask is: BGiven a com-
munity are there any dominant attributes in this community?^
An answer to this question will possibly lead us to conjecture
that these dominant attributes are responsible for community
formation. Each node in the network is associated with several
attributes and by looking at the commonality of these attributes
in a community we will be able to identify dominant attributes.

Dominant attributes can be interpreted into two different
ways: 1) in terms of the community structure, and 2) in terms
of a specific community. With respect to the whole commu-
nity structure, we can answer which categorical attributes can
define the groups that quite correspond to the network-
structural communities. To do so, the grouping based on a
given class of node attributes can be regarded as one set of
communities. Then the similarity of this grouping to a set of
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algorithmically-detected communities is measured to quantify
the effect of this attribute to community formation (see
Fig. 1a). Traud et al. (2011, 2012) adopted pair counting and
Rand coefficient as the similarity measure to Facebook net-
works and report that class years are the dominant attributes to
the community formation. However, by using this method, we
may identify the dominant attributes of the community struc-
ture in the global view but know little about which attributes
dominate a specific local community and which local values
of a specific attribute contributes to the local community. The
other way is to identify dominant attributes in terms of a spe-
cific local community. For one categorical attribute, there are
several values to represent different characteristics of a node in
terms of that attribute. For example, major is one of the attri-
butes for people in the university, and the values stand for
different majors. In order to identify what values of attribute
are dominant to a given community, we quantify the domi-
nance of each Attribute-Value pair (AV pair) (see Fig. 1b). Our
focus in this paper is to develop a methodology to find which
of the AV pairs dominate a given cluster.

The proliferation of the Internet led to the rapid develop-
ment of social networking sites such as Facebook, Twitter,
LinkedIn, etc. By using these sites, users can seek out their
offline friends or others with similar interests, backgrounds
and disposition. They can have some online interactions with
each other, and these online social activities can also be
brought to offline world and strengthen their social networks.
The ubiquity of online social networks makes e-marketing
much easier than before (Constantinides and Fountain 2008;
Trusov et al. 2009). To promote a new product and target the
right consumers in an effective and efficient way, sales would
like to know which kinds of customers can accelerate the
promotion and who have the preferences to which kinds of
products. E-marketing applications rely heavily on the ability
to understand the structure of social networks.

Applying the analysis of community structures to social
networks can decompose these networks into several partitions
in which people in the same partition have common interests or
similar properties. In order to identify the commonalities within
the communities, our primary objective in this paper is to inves-
tigate how to measure the dominance of attributes in a given

cluster and which dominant attributes have the effect on com-
munity characteristics, such as size and density. Once this infor-
mation is obtained, marketing campaigns can target individuals
using information about their attributes and they need not have
knowledge of the underlying social network. For this purpose,
the related previous works are reviewed, includingworks regard-
ing to community detection algorithms, methods for identifying
dominant attributes and applications of community detection
algorithms to online social networks. Then we demonstrate
how to identify dominance of attributes in community structure
and evaluate the effect of attributes on community topology. The
data used for proving the efficacy of methods are from Facebook
in 100 universities of varying size, which are used in Traud et al.
(2011, 2012). The data were posted by Porter (2011).

2 Literature review

Based on the underlying methodological principles, commu-
nity detection algorithms are classified into five categories
(Papadopoulos et al. 2012). These five categories are vertex
clustering, divisive, cohesive subgraph discovery, community
quality optimization and model-based methods. Algorithms in
the first two categories, such as k-means (Hartigan and Wong
1979) and inter-community edge removal (Girvan and
Newman 2002), show both time and memory complexities
higher than quadratic number of network nodes and not appli-
cable to large scale networks. Methods focusing on achieving
subgraph internal cohesiveness include finding n-cliques
(Luce 1950), ρ-quasi cliques (Matsuda et al. 1999) and
k-cores (Seidman 1983). One of the most efficient methods
belonging to this category is Scan (Xu et al. 2007), which
defined structural similarity to quantify the extent of common
neighbors of node pair and based on this to detect communities
in networks. Algorithms seeking to optimize community
quality always involve an objective function to stand for the
quality of the whole community structure. Modularity
(Newman 2004), comparing the actual density within sub-
graphs to the expected density in corresponding random
graphs, is the most popular and common used quality function
of community structure. Many algorithms have been

Fig. 1 Illustration of dominant attributes (a) in terms of the whole community structure and (b) in terms of a specific community
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developed based on modularity (Clauset et al. 2004; Newman
and Girvan 2004; Guimera and Amaral 2005; Blondel et al.
2008). Algorithms belonging to model-based methods detect
communities either by a dynamic process or modeling cluster-
ing problems based on statistical nature. Label propagation
(Raghavan et al. 2007) is a near-linear-time algorithm that
assigns a label to each node to represent its cluster member-
ship. Cluster-based compression method (Rosvall and
Bergstrom 2007, 2008) finds the cluster structure by encoding
network topology and a good clustering is when the cost of
encoding achieves the minimum.

Though most of the community detection algorithms focus
on non-overlapping clustering, some are constructed to allow
communities to overlap. Clique percolation method (Palla
et al. 2005) defines a community as a series of adjacent k-
cliques, where two k-cliques are adjacent if they share k-1
nodes. A recent line of enquiry focuses on defining commu-
nities based on links instead of nodes (Evans and Lambiotte
2009; Ahn et al. 2010). In contrast to node-based community
detection algorithms, grouping links naturally leads to com-
munities with pervasive overlap, while preserving the hierar-
chical organization in networks. Some community detection
techniques use the logic of seed expansion to detect commu-
nity structure. Lancichinetti et al. (2009) define a fitness func-
tion for detecting communities, and a node is randomly select-
ed to expand its group members by that function. This process
continues until each node in a network is assigned to at least
one community. Iterative scan method (Lancichinetti et al.
2009) starts to find a community with a seed candidate cluster
and then adds or deletes one node at each round according to a
weight function until no improvement on the function by one
change. Rank removal method (Baumes et al. 2005) identifies
core clusters by removing high-page-ranking nodes from a net-
work, and then these removed nodes are re-added into network
to join one or more core clusters based on the weight function.

Some approaches extend the existing non-overlapping
communities detection methods to the overlapping subgraphs.
Wei et al. (2009) use the spectral partitioning to find the seed
clusters and expand the seeds to the overlapping clusters by
lazy random walks. After label propagation method was in-
troduced in 2007 (Raghavan et al. 2007) several modifications
of the algorithm appeared till today and the main argument in
favor of the algorithm is its simplicity and speed. For
example, Gregory (2010) uses label propagation to detect
overlapping clusters. For each propagation step, each node
copies all the labels of its neighbors into its label set and each
label is assigned a coefficient which represents the belonging
strength, such that all coefficient for each node sum to one.
Xie et al. (2011) use label propagation to detect overlapping
communities. Unlike the method proposed by Gregory (2010),
where each node forgets the labels gained in the previous itera-
tions, Xie et al. (2011) design an algorithm in which each node
has a memory to store all the labels received in the past and the

occurrence frequency of labels represents the Bbelonging^
strength. Fuzzy c-means modularity optimization (Zhang et al.
2007) projects nodes into d-dimensional Euclidean space and a
new modularity function considering the fuzziness in belonging
to different clusters is used to detect the overlapping clusters.

Once a suitable community detection algorithm is applied
to networks, the next step is to find out if there are any com-
mon attributes that could possibly have contributed to the
community formation. For example, in protein-protein inter-
action networks, proteins with the same functions tend to form
communities (Chen and Yuan 2006), and in a World Wide
Web network, groups of web pages correspond to those with
related topics (Eckmann and Moses 2002; Flake et al. 2002).
In Belgian mobile phone network, language is the key attri-
bute to form groups since people speak in the same languages
tend to have much more frequent communication than people
speak in different languages (Blondel et al. 2008). In complex
systems, an element usually has multiple attributes to repre-
sent its identity and to dig out which attributes have significant
impact on community structure is one of the issues of big data
analysis. By measuring the similarity between the
algorithmically-detected clusters and the attribute-based clus-
ters, it was found that class year is critical to community for-
mation in Facebook networks at universities (Traud et al.
2011, 2012).

In addition to Traud et al. (2011, 2012), several studies
have analyzed online social networks by using community
detection algorithms, though most of them are based on non-
overlapping clustering algorithms. Pujol et al. (2009) found
that the proportion of edges within communities is more con-
sistent across various community sizes by using modularity
optimization to detect communities in Twitter and Orkut data.
Bonneau et al. (2009) applied modularity optimization to the
Facebook network which was constructed by nodes with de-
gree not higher than 8 and found that the modularity to be
almost the same as that of the complete network. Mislove
et al. (2010) applied modularity optimization to clustering
the users with revealed attributes. Then the similarity between
the detected clusters and the attribute-based clusters was iden-
tified by normalized mutual information. The results showed
that merely 20% knowledge about the user attributes can infer
the attributes of the remaining users with 80 % accuracy.

3 Methodology

Identifying dominant attributes is one of the ways to interpret
detected community structures. Once the suitable method is
chosen and applied to a given problem, the next task is to
investigate what caused these communities to evolve. Since
usually each node contains a number of attributes to represent
its characteristic, it is difficult to identify which attribute(s)
have the definitive effects on community formation.
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Therefore, we need quantitative methods to identify dominant
attributes.

3.1 Identification of dominant attributes

In this paper, the dominance of each AV pair was quantified to
see which of the AV pairs dominate a given cluster. Since
different AV pairs in the whole population vary in number,
simply using the quantity of an AV pair in a given cluster
cannot represent the attribute(s) dominance. The dominance
of each AV pair should be defined based on the number of
distinct AV pairs in the population. Suppose we randomly
choose some nodes into a group, there may not be any attri-
bute of significance in that group. In such a selection, the
percentage of each AV pair in this group will be the same or
not significantly different from the percentage of that AV pair
in the population. On the other hand, if a group of nodes with
some AV pair whose percentage in the group is significantly
larger than that in the population, that AV pair is dominant in
this group. By comparing the percentage of an AV pair in a
given cluster to the percentage of this AV pair in the popula-
tion, we can recognize whether the AV pair dominates the
cluster. We denote the percentage of AV pair (a, v) in the
population by fa,v and the percentage of AV pair (a, v) in com-
munity c by fa,v

c . Then the dominance ratio of AV pair (a, v) in
community c is defined as follows.

ra;vc ¼ f ca;v
f a;v

If ra,v
c < 1, it means that the percentage of AV pair (a, v) in

the selected node group (cluster) is smaller than the percentage
in population, which indicates that (a, v) does not dominate
community c. As the dominance ratio of (a, v) goes higher,
this AV pair is more dominant in the community.

3.2 Effects of node attributes on community topology

By using dominance ratio, the properties of each community
can be inferred in terms of the dominant attributes. Then we
can identify the effect of the attributes on the community
structure. In specific, it will be interesting to know which
kinds of AV pairs have a strong relationship to the community
topology. Several network metrics such as centralities and
density enable to characterize the properties of community.
In this paper, community size and community density were
selected to represent the community topology. Then the effect
of an AV pair on community size or density is defined by the
relation between the dominance ratio of an AV pair and the
corresponding community size or density. Several methods
can be used to quantify the dependence of two variables. In
this study, we assume that the correlation between the domi-
nance ratio and corresponding community properties is near

linear and thus Pearson correlation (Lee Rodgers and
Nicewander 1988) is chosen to test the dependence between
the dominance ratio and the community topology. We define
dc as community density in community c and sc as the com-
munity size in community c. The dependence between the
dominance ratio of AV pair (a, v) and the community density,
denoted as corrd is as follows.

corrd ¼
X

c
ra;vc − ra;v

� �
dc−d

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ra;vc − ra;v

� �2
r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dc−d
� �2

r

where ra;v is the average dominance ratio of AV pair (a, v)
over the observed communities in a network, and d is the aver-
age community density of the observed communities in a net-
work. Similarly, the dependence between the dominance ratio
of AV pair (a, v) and the community size, denoted as corrs is:

corrs ¼
X

c
ra;vc − ra;v

� �
sc−s

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ra;vc − ra;v

� �2
r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sc−s
� �2

r

where s is the average community size of the observed
communities in a network. The two-tailed t-test was used to
determine whether the correlation coefficient is statistically
significant.

4 Facebook data

Data used to study dominant attributes are Facebook data of
100 universities and colleges in the U.S. from a single-day
snapshot in 2005. In the data, users are recorded by numbers
to protect privacy. To build Facebook networks, one user is
regarded as one node, and if two users were friends on
Facebook on the day the data was extracted, we put an undi-
rected link between these two nodes. Since friendship between
different schools is not considered in the data, there are exactly
100 independent networks.

The data also encompass demographic information which
was provided by users on their pages of Facebook. Seven
categorical attributes stand for this information: 1) gender, 2)
major, 3) second major, 4) class year (year supposed to grad-
uate), 5) dormitory, 6) high school, and 7) whether student or
faculty. Here, the values of all categorical attributes except
class year are described by anonymous numerical identifier.
If individuals did not provide the information of some attri-
butes, the value 0 was used to represent it. To see if the results
of analysis are affected by the size of universities, the100
universities were classified as small (less than 10,000 users),
medium (between 10, 000 and 20,000) and large with more
than 20,000 users. Following these criteria Facebook
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networks were categorized into 50 small, 33 medium and 17
large networks. The maximum size is 41,554 (The
Pennsylvania State University), and the minimum size is
769 (CalTech).

For the sake of clarifying the effect of attributes on network
topology, two Facebook networks with small size among the
100 American universities were visualized. In Fig. 2a, differ-
ent colors of nodes indicates different class years of users, and
any missing value is represented by grey color. In Fig. 2b,
different colors represent different dormitories of users, and
nodes with unknown dormitories are hidden for simplicity.
Both graphs show that nodes with the same colors have the
tendency to get together, which implies users living in the
same dormitory or graduate in the same year (senior, junior
etc.) are more likely to be Facebook friends. However, we can
also see that many nodes with different colors are mixed to-
gether. It indicates that a single attribute cannot partition
graphs very well, and for one cluster, there may be multiple
dominant attributes to represent its properties. It also implies
the existence of overlapping communities on Facebook
networks.

5 Analysis and results

5.1 Game theoretic approach to clustering

Since Facebook networks contain overlapping community
structure, we need suitable overlapping community detection
algorithms. In this paper, we use game-theoretic clustering
(Mandala et al. 2014) to detect overlapping communities in
100 Facebook networks. Game theory allows us to study the
strategic interactions among players, and once a strategy
reaches Nash equilibrium, no player can gain more reward
by purely changing its own strategy. A Game theoretic ap-
proach to clustering is a community detection algorithm for
undirected and unweighted graphs. It is an algorithm that out-
performs several other overlapping community detection

algorithms such as clique percolation method (Palla et al.
2005) and local expansion algorithm (Lancichinetti et al.
2009) by testing on artificial networks. Game-theoretic clus-
tering also has an advantage of its computational complexity
in number of edges. Some agent-based clustering algorithms
such as SLPA (Xie et al. 2011) also have near-linear running
time and similar performance to game-theoretic clustering.
However, game-theoretic clustering has an explicit function
to define clusters and a clear stopping criterion.

In game-theoretic clustering, each node in the network is
regarded as a player and the set of cluster labels it chooses is
its strategy. The reward of each player comes from the neigh-
bors belonging to the same cluster. Every player can choose
more than one cluster label but encounters a penalty, and more
the labels a player picks more the penalty the player pays.
Thus in order to maximize the rewards, each player will
choose the labels which the maximum number of its neighbors
belong to and minimize the number of clusters the player joins
at the same time. The reward function of player v (Mandala
et al. 2014) is as follows.

rv l; sl −vð Þ ¼
X

w∈Nv

l∩slwj j−ρ
X

w∈V % vf g
l∩slwj j

where l is one of the cluster labels chosen by player v, slv is a
set of labels selected by player v, andNv is a set of players who
are the neighbors of player v. V\{v} represents a set of all
players in the observed network other than player v. The first
term of the equation counts the number of its neighbors
selecting the same label, and the second term is the discounted
number of the players choosing label l, so the cluster density is
maintained no less than ρ. In order to limit the number of
labels player v can have, the cost function is given as:

cv slvð Þ ¼ 1

2
λv svj j slvj j−1ð Þ

where λv is the penalty coefficient representing how much
player v will lose if player v joins one more cluster. In order

Fig. 2 Largest connected
component of Facebook networks
at (a) Smith College and (b)
University of Michigan
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to let all players result in the same cost of joining multiple
clusters, λv = λ(1 − ρ). Based on the experiments, λ = 2 works
well in practice. The utility of player v (Mandala et al. 2014)
obtained by reward and cost function is given below:

Uv slv; sl−vð Þ ¼
X

w∈Nv

rv l; sl−vð Þ−cv slvð Þ

Based on the utility function, each player in game-theoretic
clustering is able to find the best strategy which generates the
highest utility under the condition that the strategies of the
other nodes are known. The clustering solution is found when
game-theoretic clustering reaches equilibrium. The best strat-
egy of players can be updated sequentially and simultaneous-
ly. In this paper, the sequential way of updating was applied to
find out communities in 100 Facebook networks. To apply
game-theoretic clustering to networks, we need to give the
minimum density ρ of each community and penalty

coefficient λ representing how much each player will lose if
the player joins one more community. In this paper, we set ρ to
be 0.1 and 0.2, so λ is 1.8 and 1.6, respectively, based on the
suggestion that λ = 2(1 − ρ) (Mandala et al. 2014). Since it
would be interesting to see if the analysis results change if
non-overlapping community structure is detected in
Facebook networks, the third set of (ρ, λ) is set to (0.1, M).
Here M is a sufficiently large number to make penalty very
high if one player wants to join more than one cluster. In this
paper, we set M=100000.

The detected communities with size smaller than 20 were
discarded due to less community-like structure. In order to
identify the effect of the specific AV pairs on the community
size and density, the dominance ratio of the AV pairs in each
community and the corresponding community size and den-
sity were first computed. Then, the correlations of the domi-
nance ratio of the AV pairs to the community size and to the
community density were calculated. In this paper we focus on

Fig. 3 Mean and standard
deviation of correlation between
dominance ratio and cluster
size/density across class years
when using game-theoretic
clustering with ρ; λð Þ ¼
0:1; 1:8ð Þ to detect community
structure
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class year, major and dorm, helping us answer two questions:
(1) whether people in different class years form different sizes
or different density groups, and (2) whether people in the same
major/ in the same dormitory, tend to form the denser groups.

5.2 Effect of class year on online community topology

To see the effect of class year on community topology, we first
computed the dominance ratio of each class year in each com-
munity detected by game-theoretic clustering, and then we
identified the correlation of the dominance ratio to the cluster
size and density. Since Facebook was launched in 2004, users
graduating earlier than 2004 were ignored.

First we focus on the results by game-theoretic clustering
with (ρ, λ) = (0.1, 1.8). Figures 3 and 4 are two sets of error
bar plots regarding the mean correlation and the

corresponding standard deviation with respect to universities
of various sizes. Note that the correlation coefficients here are
all with p-value smaller than 0.05. Figure 3 demonstrates the
correlation of dominance ratio of each class year to cluster size
and density. The more the correlation deviates from zero, the
more significant result is. It shows that the dominance ratio of
class year 2010 has relative significant correlation to cluster
size and density compared to other class years. This correla-
tion is more significant when we analyzed the data from small
universities. We also observed that the standard deviation of
the correlation coefficient becomes smaller when the size of
universities is larger nomatter what class years are considered.

These results lead to three conclusions: (1) that cluster size
tends to have negative correlation to the dominance ratio with
respect to class year while cluster density tends to have posi-
tive correlation to the dominance ratio; (2) that the dominance

Fig. 4 Mean and standard
deviation of correlation between
dominance ratio and cluster
size/density across class years
when using game-theoretic
clustering with ρ; λð Þ ¼
0:2; 1:6ð Þ to detect community
structure
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ratio of class year 2010 has significant correlation to cluster
size and density irrespective of the size of universities select-
ed; and (3) that the dependence between dominance ratio of
years and cluster structure in large universities is more consis-
tent since the standard deviation is small. From the second
conclusion, we can infer that in general people in class year
2010 have higher possibility to form groups with small size
and high density than people graduated in earlier years. Note
that there is a high standard deviation of the correlation be-
tween the dominance ratio of class year 2009. It implies that at
some small universities, people in class year 2009 also tend to
form small size groups on Facebook.

We tried to detect denser community structure in Facebook
networks– using game-theoret ic c luster ing with
(ρ, λ) = (0.2, 1.6). Figure 4 shows the corresponding correla-
tion between the dominance ratio and cluster size/density

across class years. The results are mostly consistent with those
shown in Fig. 3. The only difference is that the standard devi-
ation of the correlation coefficient did not necessarily drop
down as the size of universities becomes larger.

So far we used game-theoretic clustering to detect overlap-
ping communities in Facebook networks and did the analysis
that we believed that the networks contain overlapping com-
munity structure. It would be interesting to see the results if we
assume a non-overlapping community structure. Therefore,
game-theoretic clustering with (ρ, λ) = (0.1, 100000) was ap-
plied to identify the non-overlapping clusters and the effect of
class year was shown in Fig. 5. Compared to Fig. 3, the results
regarding the correlation between the dominance ratio and the
cluster size are very similar, but the dominance ratio of class
year 2010 does not have strong positive correlation to cluster
density at medium and large universities. It means no

Fig. 5 Mean and standard
deviation of correlation between
dominance ratio and community
size/density across class years
when using game-theoretic
clustering with ρ; λð Þ ¼
0:1; 100000ð Þ to detect
community structure
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significant association between the dominance ratio of class
year 2010 and the cluster density exists if we consider the
community structure in Facebook networks is non-
overlapping.

5.3 Geographical effects on online community topology

Within a university, people studying in the same major (due to
similarities in classes) and living in the same dorm (living in the
same neighborhood) can be considered geographically co-lo-
cated. We computed the correlations of the dominance ratio of
different majors and dorms to the community size and density
as community topology, and then we investigated what fraction
of majors and dorms are with these strong correlations. To do
so, a correlation higher than |0.5| with confidence level 95 % is
defined as strong negative or strong positive correlation de-
pending whether the value is negative or positive.

Figures 6 and 7 show the mean and standard deviation of
percentage of majors and dorms with strong correlation

between dominance ratio and community topology. In terms
of community size (see Fig. 6), the results were similar when
game-theoretic clustering with (ρ, λ) = (0.1, 1.8) and with
(ρ, λ) = (0.2, 1.6). No matter what size of universities is con-
sidered, on an average more than 50% of majors with a strong
negative correlation between the dominance ratio and the
community size exists. However, in terms of dormitories, less
than 30 % have this property except for the parameter
(ρ, λ) = (0.2, 1.6) at small universities. From these results,
we can conclude that people in the same major tend to form
smaller size communities, while the communities formed by
people in the same dormitory do not have this property.

As the non-overlapping community structure was detect-
ed, it would be interesting to check if the percentage of
majors or dormitories having strong correlation to commu-
nity size is similar to that in overlapping communities. As
shown in Fig. 6, on an average, about 40 % of majors with a
strong negative correlation between the dominance ratio and
the community size exist, and around only 10 % dormitories

Fig. 6 Percentage of majors/dorms with strong correlation between dominance ratio and community size under different parameter settings of game-
theoretic clustering
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have this property. The percentage of both majors and dor-
mitories has a big drop. This implies that the dependence of
dominance ratio of majors to community size is not that
significant in non-overlapping community structures.

From Fig. 7, we observe that the percentage of majors
whose dominance ratio has strong positive correlation to
community density is higher than that of dormitories. On
average, when overlapping community structure is consid-
ered, the difference is about 20 % or more, except for the
results by game-theoretic clustering with (ρ, λ) = (0.2, 1.6) at
large universities. The significant difference between majors
and dormitories implies that people in the same majors tend
to form denser groups compared to people in the same dor-
mitories. On the other hand, when we analyzed non-
overlapping communities, we observe that this percentage
of both majors and dorms is much smaller. It indicates that
it is not common to see the dominance ratio of majors or
dormitories has strong correlation to community density in
non-overlapping community structure.

6 Conclusions and future work

In this paper, we defined the dominant attributes as node at-
tributes that have significant effect on community formation.
We also defined that the dominant attributes can be identified
in terms of the whole community structure or in terms of a
specific cluster. To answer the question, what attributes have
the significant effects on detected communities, this paper was
dedicated to identifying dominant attributes in terms of each
local community. We developed dominance ratio to quantify
the dominance degree of an AV pair in a given community.
The effect of an attribute on community topology is defined as
the dependence of the dominance ratio of this attribute to the
corresponding cluster size and density, and the dependence is
quantified by Pearson correlation.

To demonstrate the feasibility of the methods, we applied
game-theoretic clustering to identify overlapping communi-
ties in Facebook networks. This task aimed at analyzing
how the offline characteristics of people affect the topology

Fig. 7 Percentage of majors/dorms with strong correlation between dominance ratio and community density under different parameter settings of game-
theoretic clustering
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of the communities they build in online social networks. The
results indicated that people in class (graduating) year 2010
tend to form dense and small communities, but the communi-
ties formed by people in other class years do not favor any
values of size or density. We also used game-theoretic cluster-
ing to identify non-overlapping communities, and the results
only indicated that people in class year 2010 tend to form
small communities but no significant effect on the density.
We further identified the effect of major and dormitory on
community topology. When game-theoretic clustering was
used to detect the overlapping communities, we found that
people in the same major tend to form small and dense com-
munities, yet the communities formed by people living in the
same dorms do not have this property. When we identified
non-overlapping communities on Facebook data, we found
that the community size and density are not significantly af-
fected by the dominance of either majors or dormitories.

Though these findings can be an artifact of the data, we
have laid out a methodology using game-theoretic clustering
and AV pair dominance. Our methodology can be applied to
diverse domains such as retail sales data to study co-purchased
items to generate dominant attributes of products and cus-
tomers, and patient data to find commonalities of clinical pa-
rameters and diseases.

In this work we have used Pearson correlation to identify
the dependence between the dominance ratio and the cluster
topology. Pearson correlation can only identify linear associ-
ations. In the future, other correlation metrics can be used to
observe how the effect of attributes on cluster structure, such
as Spearman rank correlation (Sarmanov 1962), maximal cor-
relation (Traud et al. 2011) and maximal information coeffi-
cient (MIC) (Reshef et al. 2011). Furthermore, in this paper,
we only used game-theoretic clustering to find out the com-
munities in Facebook networks. It will be interesting to apply
other overlapping community detection algorithms to study
how the results behave.
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